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Abstract - In this paper we introduce an in-situ 
solder-joint built-in self-test (SJ BIST) for 
detecting high-resistance faults in operational, 
fully-programmed field programmable gate 
arrays (FPGAs). The approach is simple to 
implement, offers a method to detect high-
resistance faults that result from damaged 
solder-joints, and uses a maximum of one 
small capacitor externally-connected to each 
selected test pin or each group of two test 
pins. 

INTRODUCTION 

This paper introduces an innovative, in-situ 
solder-joint built-in self-test (SJ BIST) to detect 
high-resistance damage to solder-joint networks 
of fully operational Field Programmable Gate 
Arrays (FPGAs) in ball-grid array (BGA) packages 
such as a XILINX® FG1152/FG1156.  FPGAs are 
used in all manner and kinds of control systems in 
both defense and commercial applications. 

 
A prototype two-port group SJ BIST core was 
designed, programmed, simulated, synthesized 
and loaded into an FPGA on a development 
board. The SJ BIST core correctly detects and 
reports instances of high-resistance without false 
errors. The initial test results are presented in this 
paper. Initial designs for HALT experiments have 
been completed and we plan on fabricating 
boards, populating them with programmed FPGAs 

and conducting HALTs at both the Center for 
Advanced Vehicle Electronics (CAVE) at Auburn 
University and at a Department of Defense 
contractor during a Phase II period of Small 
Business Innovation Research contract award. 
Evaluation of the SJ BIST is also being conducted 
at a German university under the sponsorship of 
an automobile manufacturer.  

Mechanics-of-Failure 

Solder-joint damage under thermo-mechanical 
and shock stresses is cumulative, and damage 
manifests in the form of plastic work and cracks, 
which propagate till eventual fracture of solder 
joints [1-4] resulting in FPGA operational failures. 
An illustration of a fractured solder joint (or bump) 
under thermo-mechanical stresses is shown in 
Figure 1. Thermo-mechanical stresses may result 
from differential expansion under environmental 
and operational temperature exposure due to 
coefficient of thermal expansion (CTE) 
mismatches.  Shock loads may be imposed during 
shipping and normal operation in harsh 
environments.  Even though one or more solder 
balls (bumps) are cracked, a solder-joint network 
belonging to a damaged bump might not 
immediately experience a catastrophic failure. 
One reason is other solder balls of the BGA 
package remain intact and tend to keep the 
package pressed toward the board to maintain 
electrical contact between the surfaces of cracks 
[4-6].  



 
However, subsequent mechanical vibration or 
shock tends to cause such cracked bumps to 
momentarily open and cause hard-to-diagnose 

faults of high resistance – 100, 300, 500 and 

1000 have been used as threshold levels [1,7-
10] – lasting for periods of hundreds of 

nanoseconds, or less, to more than 1s [1,5,10]. 

 
Figure 1: Crack Propagation at the Top and 
Bottom of a Solder Joint, 15mm BGA [2]. 
 
These intermittent faults increase in frequency as 
evidenced by a practice of logging BGA package 
failures only after multiple events of high-
resistance: an initial event followed by some 
number (for example, 2 to 10) of additional events 
within a specified period of time, such as ten 
percent of the number of cycles of the initial event 
[8-10].  Even then, an intermittent fault of high-
resistance in a solder-joint network might not 
result in an operational fault.  For example, the 
high-resistance fault might happen in a ground or 
power connection, or it might happen during a 
period when the network is not being written, or it 
might be too short in duration to cause a signal 
error. Figure 2 shows a shock-actuated 
intermittent open (high resistance) of a package 
interconnect.  
 
Figure 3 represents HALT test results performed 
on XILINX FG1156 Daisy Chain packages in 
which 30 out of 32 tested packages failed in a test 
period consisting of 3108 cycles. Each 
temperature cycle of the HALT was a transition 
from -55

o
C to 125

 o
C in 30 minutes: 3-minute 

ramps and 12-minute dwells.  What is not 
immediately apparent is that each of the logged 
FPGA failures (diamond symbols) represents at 
least 30 events of high resistance: a FAIL was 
defined as being at least 2 OPENs (net resistance 

of 500 or higher) within one temperature cycle, 
log 15 FAILURES [9]. A single fault in a 
temperature cycle was not counted as a FAIL 
event.  

 

 
Figure 2: Shock-actuated Failure:  Transient 
Strain and Resistance.   
 

 
Figure 3: Representation of XILINX FPGA 
HALT Test Results [9].    

Location of Greatest Stress on FPGA 
I/O Ports  

The I/O ports of an FPGA nearest the edges of 
the BGA package, especially those nearest the 
one of the four corners of a BGA package, 
experience the greatest thermo-mechanical 
stresses [11-14].  For this reason, the corner I/O 
solder joints of the XILINK FG1156 are either not 
used or they are used as additional ground 
connections. This means that I/O ports on the 
outer edge of the BGA package that are near to 
one of the four corners are strong candidates for 
SJ BIST testing because those ports are likely to 
fail first. 

State of the Art 

In previous work, the authors have demonstrated 
the use of leading indicators of failure for 
prognostication of electronics [11-14].  One 
important reason for using an in-situ SJ BIST is 



that stress magnitudes are hard to derive, much 
less keep track of, which leads to inaccurate life 
expectancy predictions [15]. Another reason for 
using an in-situ SJ BIST is that even though a 
particular damaged solder-joint port might not 
result in immediate FPGA operational failure, the 
damage indicates the FPGA is likely to have other 
I/O ports that are damaged – the FPGA is no 
longer reliable.  An in-situ SJ BIST can also be 
used in newly designed manufacturing reliability 
tests to address a concern that failure modes 
caused by the PWB-FPGA assembly are not 
being detected during component qualification [6].  
 
Prior to this innovation, there were no known 
methods for detecting faults in operational, fully-
programmed FPGAs. Furthermore, FPGAs are 
not amenable to the measurement techniques 
typically used in manufacturing reliability tests 
such as Highly Accelerated Life Tests (HALTs) 
[4]. This is because those measurement 
techniques require devices to be powered-off, and 
because FPGA I/O ports are digital, rather than 
analog, circuits, an example of which is shown in 
Figure 4. 
 
Modern BGA FPGAs, such as the fine-pitch 
XILINX FG1156, have more than a thousand I/O 
ports and very small pitch and ball sizes.  For 
example, the FG1156 has a 34 x 34 array of 
nominal 0.60 mm solder balls with a pitch of 
1.0mm (see Figure 5). This tends to make 
physical inspection techniques impractical and not 
useful.  

IN-SITU SJ BIST INNOVATION 

The in-situ SJ BIST innovation requires the 
attachment of a small capacitor to an I/O port, 
preferably an unused port near a corner of the 
package. The SJ BIST writes a logical ‘1’ to 
charge the capacitor and then reads the voltage 
across the charged capacitor.  If the solder-joint 
network is undamaged, the write causes the 
capacitor to be fully charged and a logical ‘1’ is 
read by the SJ BIST. When the solder-joint 
network is sufficiently damaged, the RC time 
constant becomes large, the capacitor is 
insufficiently charged, a logical ‘0’ instead of a 
logical ‘1’ is read by the SJ BIST and a fault is 
reported. 
 

 
Figure 4: Example of an FPGA I/O Buffer [16]. 
 

 
Figure 5: Bottom View of a XILINX FG1156 – 
Package Size is 35 x 35 mm with a 34 x 34 
Array of Solder Balls of Nominal Diameter of 
0.6 mm and a Pitch of 1.0mm [17].  
 

SJ BIST Description 

This SJ BIST description is for two cases: one in 
which the solder-joint network is undamaged, and 
one in which the solder-joint network is damaged 
enough to cause errors (faults) in I/O signals. 

Undamaged Solder Joint 

Referring to Figure 6, the top picture is a 1.0 MHz 
clock input to a test FPGA and the bottom is the 

signal across a 1.0 F capacitor connected to two 
I/O ports selected for testing. The signal across 
the capacitor is caused by the SJ BIST writing ‘1s’ 
and ‘0s.’  
  



 
Figure 6: Solder Joint BIST – Input Clock (top) 

and Signal Across the Capacitor (bottom): 2s 
x 2.0V Grid.  
 
Still referring to Figure 6, the positive pulse of the 
first clock causes the Solder Joint Built-In Self-
Test (configured for a two-port BIST) to write a 
logical one (‘1’) through the first I/O port to the 
capacitor.  The charged voltage on the capacitor 
is read from the second I/O port during the 
positive pulse of the second clock.  For this test, a 
one (3.3V) is both written and read, so the SJ 
BIST then writes a logical zero (‘0’) during the 
third clock through the first I/O port to the 
capacitor to discharge it.  During the 4

th
 clock, the 

charged voltage is read from the second I/O port.  
For this case, because a ‘0’ was both written and 
read – the first I/O port is evaluated as being okay 
and no fault is reported. 
 
During the next set of four clock periods, the SJ 
BIST writes through the second I/O port instead of 
the first I/O port; the SJ BIST reads from the first 
I/O port instead of the second I/O port. 
 

The 1 F capacitor was then replaced by a 100 nF 
capacitor, which in turn was connected to the 
FPGA I/O port via network wiring having a 

resistance of 1.0 higher than the total 100 m 
resistance we expect as the maximum resistance 
of a solder ball and the network to which it is 

attached.  Figure 7 shows the resulting signal, 
which, as expected, did not cause the SJ BIST to 
detect a fault.  
 
 

 
Figure 7: Signal Across a 100 nF Capacitor 
Attached to a Solder Joint with a Network 

Resistance of 1.0 2s x 1.0V Grid. 

Damaged Solder Joint 

Figure 8 shows the signal when the network 

resistance was increased from 1.0 to 100 . 
Referring to the first positive pulse of the output, 
the capacitor is charged through a first I/O port 
during a first clock and the voltage across the 
capacitor is read through a second I/O port during 
a second clock.  Because of the increase in the 
network resistance, the charged voltage across 
the capacitor is about 2.0V instead of 3.3V and 
less than 2.0V at the output of the input buffer 
connected to the second I/O port (see Figure 4), 
this is logical ‘0’ instead of a logical ‘1’ – this is a 
fault and the SJ BIST detects it.   
 
Still referring to Figure 8, in a third clock period, 
the fault is recorded by incrementing a fault 
counter for that I/O port and a ‘0’ is written through 
that first I/O port – but as seen, the capacitor does 
not fully discharge, which is another fault 
condition.  In the next three clocks, the second 
fault is detected, evaluated and then a ‘0’ is 
written – through the second I/O port instead of 
the first. As seen, the second write ‘0’ is 
successful – the capacitor is fully discharged. The 
second fault condition is evaluated by the SJ BIST 
as being a continuation of the previously detected 
fault and it is not recorded as new fault – a fault 



counter is not incremented.  Had the most 
previous write-read of ‘1’ been successful, this 
write-read of ‘0’ would have been recorded as a 
new fault. 
 

 
Figure 8: Signal Across Capacitor – Network 

Resistance Increased from 1.0 to 100 2s x 

1.0V Grid 

Prototype SJ BIST: Fault Evaluation 

We have verified the SJ BIST works correctly for 
the following conditions: (1) fault during write-read 
‘1’ test of I/O port 1; (2) fault during write-read ‘0’ 
test of I/O port 1; (3) fault during write-read ‘0’ of 
I/O port 1 immediately following a write-read ‘1’ 
fault of that port; (4) fault during write-read ‘1’ test 
of I/O port 2; (5) fault during write-read ‘0’ test of 
I/O port 2; (6) fault during write-read ‘0’ of I/O port 
2 immediately following a write-read ‘1’ fault of 
that port; (7) long-lasting fault for I/O port 1; (8) 
long-lasting fault for I/O port 2; (9) multiple faults 
for I/O port 1; (10) multiple faults for I/O port 2; 
and (11) multiple faults for both I/O port 1 and I/O 
port 2.   

SJ BIST Signals 

The SJ BIST, at minimum, must present at least 
one error signal (a fault indicator) either to an 
external FPGA I/O port or to an internal fault 
management program. For evaluation and 
investigation, our prototype SJ BIST core provides 
two error signals plus fault counts. 
 
The SJ BIST, at minimum, must accept at least 
one control signal: an enable (disable) BIST.    

Error Signals and Fault Counts 

In addition to recording fault counts, the prototype 
SJ BIST core described in this paper provides two 
error signals: (1) at least one fault has been 

detected in the 2-port network being tested and 
(2) at least one fault is currently active.  The fault 
counts are provided for research evaluation 
purposes.  For a deployed SJ BIST, we anticipate 
most applications would only use the two error 
signals.  We also believe a deployed SJ BIST 
application would most likely use at least four 
groups of cores – one for each corner of an 
FPGA. 

Control Signals 

In addition to CLK, the SJ BIST core has two 
input-control signals: ENABLE and RESET.  
ENABLE is used to turn the SJ BIST detection on 
and off; RESET is used to reset both the fault 
signal latches and the fault counters.  For a 
deployed SJ BIST, RESET might not be used. 

Faults: Duration, Detection and 
Number of Ports 

Our current effort is focused on the design and 
development of two SJ BIST cores: a two-port and 
a one-port SJ BIST.  To test more than one or two 
I/O ports, we believe that multiple SJ BIST cores 
should be used in the deployed FPGA. 
 
Each of the SJ BIST has disadvantages and 
advantages related to the number of gates, the 
number of externally-connected capacitors, the 
power dissipation and the minimum duration of a 
fault period for “guaranteed” detection.  

Fault Duration and Detection: Two-Port 
SJ BIST Core 

Referring back to Figure 6, the signal sequence is 
write-read ‘1’ (test I/O port 1), write-read ‘0’ (test 
I/O port 1), write-read ‘1’ (test I/O port 2) and 
write-read ‘0’ (test I/O port 2).  This sequence 
takes a total of 8 clocks to complete.  This means 
the following: (1) a fault must have a minimum 
duration of 4 clock periods for “guaranteed” 
detection; (2) a fault with a duration of one-half of 
a clock period is detectable when it occurs at the 
start of either the write-read ‘1’ or the write-read 
‘0’ sequence for that pin.  For a FPGA with a 
100MHz CLK, the guaranteed detection duration 
is 40 ns. 
 
To test eight I/O ports, two I/O ports for each 
corner of a BGA package, four 2-port SJ BIST 
cores could be used and the error signals ORed 
together.  



Fault Duration and Detection: One-Port 
SJ BIST Core 

A single-port SJ BIST core has been designed to 
address a possible issue with 4-clock period fault 
duration for guaranteed detection.  In comparison 
to the original two-port SJ BIST core: (1) this core 
has a 2-clock guaranteed detection period instead 
of a 4-clock period; (2) this core uses more logic 
gates per tested I/O port; (3) this core requires 
double the number of externally-connected 
capacitors and (4) this core dissipates more 
power.  
 
We also have a modified design that would further 
reduce the guaranteed detection periods to the 
following: 2 clock periods for a two-port SJ BIST 
core; and 1 clock period for a one-pin SJ BIST 
core.  We plan on programming, testing and 
validating these configurations during the next 
phase of our design and development. 

SUMMARY 

In this paper we presented an overview of the 
physics of failure associated with the solder joints 
of FPGAs in BGA packages: the primary 
contributor to fatigue damage is thermo-
mechanical stresses related to CTE mismatches, 
shock and vibration, and power on-off 
sequencing.  Solder-joint fatigue damage can 
result in cracks that cause intermittent instances 
of high-resistance spikes that are hard-to-
diagnose.  In reliability testing, OPENs (faults) are 

often characterized by spikes of a 100 or more 

lasting for less than 100ns to 1s or longer. 
 
Prior to the innovative SJ BIST presented in this 
paper, there were no known methods for detecting 
high-resistance faults in solder-joint networks 
belonging to operational, fully-programmed 
FPGAs. 
 
An in-situ SJ BIST that can be used in operational 
FPGAs is useful because stress magnitudes are 
hard to derive, which leads to inaccurate life 
expectancy predictions; and even though a 
particular damaged solder-joint port might not 
result in immediate FPGA operational failure, the 
damage indicates the FPGA is no longer reliable.  
An in-situ SJ BIST can also be used in newly 
designed manufacturing reliability tests to 
investigate failure modes related to the PWB-
FPGA assembly. 
 

Two prototype SJ BIST cores have been 
designed: a one-port SJ BIST and a two-port SJ 
BIST.  The two-port SJ BIST was programmed, 
simulated, synthesized, loaded into a FPGA on a 
development board and tested in a laboratory.  
The test results show the SJ BIST core correctly 
detects and reports instances of high-resistance 

(100 or more) without false errors – no errors 
detected or reported when the network resistance 

is 1.0 or less. 

FUTURE ACTIVITIES 

Extensive HALT experiments will be run.  Some of 
the desired results of those experiments are the 
following: (1) determination of the minimum 
detectable fault duration; (2) the sensitivity of the 
SJ BISTl (3) optimal capacitor size relative to 
clock frequency and fault sensitivity; (4) statistical 
measures related to test I/O port location and first 
failure; and (5) reliability measurements and 
statistics given the absence or presence of fault 
detection by the SJ BIST.  
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